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ABSTRACT 
Through a design-led inquiry focused on smart home 
security cameras, this research develops three key concepts 
for research and design pertaining to new and emerging 
digital consumer technologies. Digital leakage names the 
propensity for digital information to be shared, stolen, and 
misused in ways unbeknownst or even harmful to those to 
whom the data pertains or belongs. Hole-and-corner 
applications are those functions connected to users’ data, 
devices, and interactions yet concealed from or downplayed 
to them, often because they are non-beneficial or harmful to 
them. Foot-in-the-door devices are product and services with 
functional offerings and affordances that work to normalize 
and integrate a technology, thus laying groundwork for 
future adoption of features that might have earlier been 
rejected as unacceptable or unnecessary. Developed and 
illustrated through a set of design studies and explorations, 
this paper shows how these concepts may be used 
analytically to investigate issues such as privacy and 
security, anticipatorily to speculate about the future of 
technology development and use, and generatively to 
synthesize design concepts and solutions. 
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INTRODUCTION 
In 2001, when asked about the possibility of a Google 
“implant” technology, then CEO Eric Schmidt responded by 
stating that “Google policy … is to get right up to the creepy 
line—but not cross it” [[19]]. In formulating this response, 
Schmidt sketches the contours of an important concept for 
engaging with social and ethical issues bound up with 
technology.  

The metaphor of a creepy line implicitly frames a set of 
tensions by framing technology design, development, and 
use as an issue of social acceptability. On one side of the 
creepy line lie clearly useful, beneficial, and beloved 
technologies. On the other lie those deemed unacceptably 
scary, dangerous, or otherwise problematic. In framing 
creepiness as a line—a border or threshold past which 
technology is deemed too creepy—the notions of benefits, 
costs, harms, and tradeoffs enter into the picture.  

This research project takes creepiness as a useful and 
provocative starting point for investigating a host of timely 
concerns at the intersection of people and digital 
technology, including privacy, security, trust, 
accountability, and fairness. This research takes creepiness 
as an entry point for conducting a design-led inquiry into 
smart technologies wherein the processes and outcomes of 
design are both a subject and method of inquiry. Broadly 
this research asks, How do the products of interaction 
design navigate, and perhaps even manipulate, shifting 
lines of creepiness and social acceptability? While this 
question is expansive, the focus is narrowed throughout 
this paper by focusing on a specific subject—smart home 
security cameras—and a specific unit of analysis—the 
interfaces and interactions of these products.  

Through this design-led inquiry investigating the 
relationships between design and creepiness, this research 
develops three key concepts. Digital leakage names the 
propensity for digital information to be shared, stolen, and 
misused in ways unbeknownst or even harmful to those to 
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whom the data pertains or belongs. Hole-and-corner 
applications are those functions connected to users’ data, 
devices, and interactions yet concealed from or downplayed 
to them, often because they are non-beneficial or harmful to 
them. Foot-in-the-door devices are product and services with 
functional offerings and affordances that work to normalize 
and integrate a technology, thus laying groundwork for 
future adoption of features that might have earlier been 
rejected as unacceptable or unnecessary.  

This paper develops these concepts with three types of 
usage in mind. These concepts can be used analytically to 
study people and technology, and to help formulate and 
investigate theoretical and empirically questions. These 
concepts can also be used anticipatorily to speculate about 
the future of technology. And these concepts may also be 
used generatively to explore interventions and directions for 
addressing and redressing creepiness and the social and 
ethical problems that creepiness registers and helps bring to 
light.  

BACKGROUND 
Entry Point: Creepiness and Related Issues 
Creepiness relates to a collection of timely and critical 
topics including privacy, security, accountability, trust, and 
fairness in the context of digital and interactive 
technologies. No longer dismissible as buzzwords, within 
recent years these topics have solidified into important 
subjects of research and debate within HCI, academia, and 
public discourse. This research takes an oblique cut into this 
cluster of concerns by focusing on creepiness and lines of 
social acceptance of technology.  

This research is not the first to explicitly investigate 
creepiness in a sociotechnical context. Within HCI, 
Shklovski et al. have drawn attention to the significance 
and prevalence of users’ experiences of creepiness when 
tracked by their smartphones [[63]]. Building on this work, 
Pierce and DiSalvo isolate creepiness as pivotal “network 
anxiety” and use it as a “central node through which to 
connect and route other more troubling effects” [[57]:4].  

Outside of HCI, academics have also focused on creepiness 
as both an empirical phenomenon and a theoretical lens. 
Tene and and Polonetsky, writing in the context of law and 
technology, present a “theory of creepy” which offers 
“strategies for avoiding creepiness without dampening 
innovation,” including advocating for transparency and 
putting a burden on users to consider “the golden rule” 
[[66], p. 59-60]. Others have discussed creepiness in the 
context of  educational technologies [[7]] and big data 
[[21]]. However, there appears to be little if any scholarship 

that specifically engages with creepiness at the level of the 
interface and interactivity, and from the perspectives of 
design. 

Without naming creepiness directly, a much larger body of 
work has investigated related issues of digital privacy, 
security, trust, accountability, and fairness. Within HCI, 
privacy and security has formed an active area of research 
for decades [[23],[24],[25],[33]], although only within the 
past few years has the HCI design research community 
deeply engaged with privacy and security issues. Other 
active areas of research within HCI with ties to creepiness 
include cyberharrassment [[2],[9],[55]], data ethics [[65]], 
technology addiction [[67],[74]], and a range of 
investigations into smart homes, cities, and devices 
[[17],[27],[31],[38],[38],[45],[71]].  

Focus: Smart Home Security Cameras 
The emerging smart home and city is a rich and timely site 
to investigate creepiness. The much-hyped emerging 
landscape of IoT (Internet of Things) technologies has 
already introduced many consumers—often of affluent and 
tech-savy demographics—to novel modes of interaction and 
smart functionality. While there are many fascinating new 
devices to consider, this research focuses on one: smart 
home security cameras. These devices exemplify a new 
consumer technology delicately, if not precariously, 
balanced along a creepy line. On one side, these devices 
offer security against old and new threats to the home. On 
the other, they introduce new vulnerabilities by subjecting 
the most private and intimate interior spaces to tracking 
and surveillance. Hanging in the balance along this 
secure/creepy line, smart home security cameras are 
striking instances of and metaphors for the contemporary 
growing pains, tradeoffs, and anxieties that accompany 
bringing smart surveillant devices into the most intimate 
and private spaces of the home. The poetic valence is 
greatest with indoor smart security cameras, such as 
Amazon’s Indoor Cloud Cam and Google’s Indoor Nest 
Cam. Here, with the smart camera gaze literally pointed at 
the self within the home, a user may willingly subject oneself 
to 24-hour surveillance—and all for the purpose of 
increasing home security. 

Approach: Design-Led Inquiry  
This research practices a design-led inquiry that follows in 
the tradition of research through design approaches within 
HCI [e.g., [29],[77]]. This inquiry consists of carefully 
observing and analyzing existing design interfaces and 
interactions coupled with creating novel design scenarios 
and proposals. The concepts articulated in this paper have 
been developed through a research through design process 
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involving design studies and explorations, many of which 
are not presented within this paper. The selection of design 
studies and explorations that are presented in this paper 
serve a second function of aiding to illustrate the concept 
presented, in addition to their original function as means of 
developing these concepts. 

The inquiry practiced here most closely follows the 
author’s prior work in collaboration with DiSalvo [[57]], 
and some of the ideas developed in this paper can be read as 
an extension of this prior work investigating network 
anxieties. Similar to prior work by Pierce and DiSalvo, this 
paper is influenced by approaches within the arts and 
humanities.  

The design research methods, tactics, and perspectives 
pioneered and refined across many additional prior works 
have also informed the design-led inquiry practiced in this 
research. The use of the speculative design proposal [[56]] 
plays an important role in this research, particularly those 
reliant upon sketches, diagrams, and collage such as prior 
works by Gaver [[30]], Boucher et al [[11]], Hooker et al 
[[3]], and Blythe et al [[12]]. These design studies of design 
artifacts have been influenced in part by Hauser and 
Wakkary et al’s post-phenomonological analysis [[34],[70]], 
and Wong and Mulligan’s analysis of corporate concept 
videos [[75]]. This research further builds upon a  nascent 
tradition of HCI research that skillfully integrates 
humanities theory and criticism with research through design 
[[43],[59],[57],[70]]. 

DIGITAL LEAKAGE 
“Information wants to be free,” goes the saying famous 
saying often attributed to Internet pioneer Steward Brand. 
Years later—with the Internet thoroughly privatized and 
financialized—the corollary to Brand’s famous claim is that 
digital data wants to leak. Digital information is easily 
shared, stored, and used. And there is always someone who 
stands to benefit from leaking and using private 
information. Digital leakage names the propensity for 
digital information to be shared, stolen, and misused in 
ways unbeknownst and possibly harmful to those to whom 
the data pertains, originates, or belongs. Through processes 
of digital leakage, seemingly private or secure digital 
information is surreptitiously collected, shared with 
additional parties, and used in unexpected and unsolicited 
ways. Digital leakage occurs both accidentally and 
intentionally, as well as both openly and secretly. Examples 
of leakage are diverse, and include the use of personal data 
for targeted third-party ads, large-scale data breaches, 
illegal law enforcement surveillance of smart phones, and 

sharing sexually explicit personal content without consent 
[[18]].   

As noted by Shklovski [[63]] and others, leakage is a 
common metaphor used in privacy and security discourses 
[e.g.,[37],[41],[44]]. This paper develops and extends this 
metaphor by focusing on sites and processes of digital 
leakage connected to interfaces and interactions. How does 
leakage occur, and where should we look for it? This 
research highlights three key sites of digital leakage: leaky 
sensor fields, leaky data pipelines, and leaky data analytics.   

Leaky Sensor Fields and Smart Home Cameras 
The nascent consumer IoT product category of smart home 
security cameras greatly expands the scope and capacity of 
leaky sensor fields. Smart products such as Google’s Nest 
Cam or Amazon’s Cloud Cam offer innovative new 
features. Many smart security cameras apply artificial 
intelligence (AI) to recognize and analyze human anatomy, 
behavior, and environmental activity. Smart alerts are 
another innovative feature of these devices that apply 
cloud-based analytics to notify users via their mobile device 
when certain types of activity are detected. For example, 
the Nest Cam can alert users when it detects an unfamiliar 
face, thinks it sees a person, or senses activity. In addition 
to analyzing video and audio data, some home security 
cameras carry sensing capabilities for detecting ambient 
light and device temperature [[48]]. These new technical 
innovations greatly expand the possibilities for leaky sensor 
fields. 

This section presents a selection of design studies and 
explorations that shed light on the proliferation of leaky 
sensor fields into the most intimate and private everyday 
contexts. The first two design studies—Leaky 
#CaughtOnNest Videos and Towards an Architectural 
Taxonomy of Leaky Camera Fields—help us more concretely 
grasp the problems and issues at stake with leaky smart 
camera sensor fields. The third set of design proposals helps 
us imagine literal and metaphorical tactics for addressing 
leaky sensors with design.  

Design Study: Leaky #CaughtOnNest Videos 

The design and marketing of today’s smart security 
cameras push the boundaries of conventional definitions of 
home security. An examination of marketing and 
advertising materials for Google’s NestCam and Amazon’s 
Cloud Cam, for example, reveals use cases that involve 
capturing candid and serendipitous snapshots of pets, 
children, and bizarre events—situations that extend well 
beyond the core use case scenarios of catching burglars or 
negligent caretakers. Google’s “Best of Nest” platform 
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nurtures these extended uses by awarding the most 
captivating and entertaining videos caught on Nest 
[[49],[50]]. The site goes so far as to suggest a new, branded 
subgenre of social video—the Nestie. 

In this design study (Figure 2) user submitted videos 
featured on the Nest website are modified to identify 
camera sensor leakage spilling over fences, property lines, 
and window and doorway thresholds. These studies draw 
attention to overlooked privacy and possible legal 
violations lurking in the background of these wildly 
entertaining and awe-inspiring moments #CaughtOnNest 
[[50]]. This analysis reveals potentials for leaky sensor 

fields to spread: to drip, seep, and spill over into previously 
unmonitored interstices and territories. 

Design Study: Towards an Architectural Taxonomy of 
Leaky Camera Fields 
The future of smart cameras may look something like this: 
As smart stationary cameras proliferate throughout public, 
private, and shared spaces, a sea of smart devices appear in 
formation to capture detailed data and produce analysis of 
bodily movement, searchable activity histories, and 
personal identity. In this scenario the surveillant leaky 
sensor field comes more clearly into focus. Leaky sensor 
fields form where the sensing capacities of smart cameras 
and similar devices cross socio-technical thresholds such as 

 
Figure 1. Towards an Architectural Taxonomy of Leaky Camera Sensor Fields 

 

 
Figure 2. Leaky #CaughtOnNest Videos. 
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property lines, political boundaries, windowpanes, fences, 
and doorways. The inevitably pervasive leakiness occurring 
within neighborhoods and cities awash with smart cameras 
will provide ample opportunities for casual peeks into the 
lives of others, and for both open, feigned, and genuinely 
accidental surveillance of neighbors, friends, family, 
strangers, and ourselves.  

This design exploration (Figure 1) aims to architecturally 
catalog and represent the emerging world of smart, leaky 
sensor fields.  Consider, for example, the window breach 
where a smart camera is pointed at the window of a 
neighbor. The smart camera window breach does not 
simply allow someone to surreptitiously video record a 
neighbor. With a smart camera, someone can monitor the 
interior of neighbors home to automatically notify them 
when there is activity or when it identifies a certain or 
unfamiliar face. In the near future, a smart camera might 
easily peer into a neighboring window to tell you the 
occupant’s mood, activity levels, and whom they have been 
keeping company with.  

Design Proposals: Stopping Leakage with Blindspots 
and Noise 
The two studies presented above illustrate specific sites and 
ways that leaky sensor fields operate: through windows, 
under doors, and in the overlooked background of images 
posted to social media. What is left out of the frame 
highlight an opportunity in combating leaky sensor fields: 
creating, maintaining, and leveraging sensor blindspots. 
Sensor blindspots form at the limits of a device’s sensing 
capacities. Sensor blindspots can form at the absence of a 
sensing device, or can be actively produced with physical or 
electromagnetic interference. For example, consider the 
above scenarios of the window breach or window leak. In 

these scenarios, artistic provocations that confuse or evade 
facial recognition and digital camera sensors may actually 
soon prove practically useful in everyday contexts. For 
example, consider Adam Harvey’s CV Dazzle digital 
camouflaging makeup [[35]], NSAF’s HyperFace 
camouflaging scarf [[47]], and Mark Shepard’s camera 
blocking CCD-Me-Not Umbrella [[62]]. A tactic closely 
related to the creation of blindspots, and illustrated by 
Shepard’s CCD-Me-Not Umbrella, is to introduce data 
obfuscating noise—a tactic theoretically elaborated by 
Brunton and Nissenbaum [[13],[14]]. 

The three design proposals below further illustrate specific 
ways that the design tactics of creating blindspots and noise 
can be applied as a way to disrupt and block digital leakage. 
Smart Camera Sensor Caps offer a starkly simple 
mechanism for empowering and encouraging individuals to 
control leaky sensor fields. Unable to fully trust that smart 
devices are not sensing or transmitting data, device 
restraints that physically and visibly block sensors can 
provide assurance that sensors are not leaking.  Inspired by 
Mark Shepard’s camera-blocking CCD-Me-Not Umbrella, 
CCD-Me-Not Curtains showcase a domestic application 
for infrared LED light interference techniques to disrupt the 
peering smart camera of neighbors or passersby. Whereas 
Shepard’s umbrella is best read as an artistic provocation 
for imagining near-term futures, the CCD-Me-Not Curtains 
place this speculation much closer to immediate useful 
everyday applications. Finally, Smart Cam Mistraining 
Sessions illustrate a speculative everyday application of 
data obfuscation. Research has shown that cyberattacks on 
the Nest camera could reveal when the camera detects 
motion, indicating someone may be home, even when the 
traffic is encrypted [[4]]. Reports that iRobot might share 
maps of customers’ homes gleaned from data collected by 
the Roomba robotic vacuum spurred discussions about 
what information could be revealed through smart home 
devices [[4]]. As a data obfuscating practice [[13],[14]] 
smart camera mistraining sessions might help to foil 
attackers and sabotage intimate data collection. In this 
scenario, a smart camera is configured to watch Netfllix 
shows to introduce noise in any analytics used to predict 
user’s behaviors. 

HOLE-AND-CORNER APPLICATIONS 
Leaky sensor fields expand the range and context of what 
data are collected, stored, shared, and analyzed. Next we 
consider hole-and-corner applications that capitalize on 
digital leakage. Hole-and-corner applications are actual or 
imminently potential applications connected to a user’s 
data, device, and interaction yet concealed from or 

 
Figure 3. Design proposals exploring blindspots and noise as 

tactics for addressing digital leakage. 
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downplayed to them, often because they are controversial, 
do not offer them clear benefits, or may even be harmful to 
them. An illustrative example of a hole-and-corner 
application is when reports surfaced in 2017 that the 
domestic robotic vacuum cleaner Roomba was generating 
maps of users homes [[4]]. This led to speculation that the 
iRoomba company might sell these maps to advertisers or 
other third parties. This possible hole-and-corner 
application scenario was reported with alarmist headlines 
such as “Roomba's Next Big Step Is Selling Maps of Your 
Home to the Highest Bidder” [[39]] even though iRoomba 
assured customers it would not do so. 

This example of iRoomba Map potentially selling maps of 
users homes highlights important aspects of hole-and-
corner applications. First, hole-and-corner applications 
contrast with the aboveboard applications openly offered 
and advertised to consumers. Hole-and-corner applications 
are by definition not prominently advertised or advocated 
by manufacturers and service providers—perhaps owing to 
propriety reasons, because of fear of consumer or 
stakeholder backlash, or out of concern for legal 
repercussions. Consequently, identifying hole-and-corner 
applications often requires a degree of speculation based on 
available evidence and an assessment of technological 
possibility. Actual hole-and-corner applications are often 
verified through press leaks, or surface through hacks or 
edge cases that reveal activities not previously known or 
considered.  

Hole-and-corner applications include, but encompass more 
than, instances of malicious theft or malpractice. Some of 
the most significant hole-and-corner applications to 
consider are those with large-scale and far-reaching 
negative impacts that come to light after a disastrous event 
or investigative bombshell, such as the Snowden 
revelations, Facebook and Cambridge Analytica scandal, or 
lawsuits surrounding the use of IMSI-catcher surveillance 
of mobile phones by law enforcement in the US.    

In this section, several troubling hole-and-corner 
application areas that utilize digital leakage from smart 
cameras are first considered. This section concludes with 
some speculative hole-and-corner application scenarios 
specific to smart home cameras.  

Smart Cam Hole-and-Corner Application Areas 
Following Pierce and DiSalvo, this section elevates 
sensational, outlier examples—what they refer to as 
“troubling edge cases” [[57]:4-5]. Pierce and DiSalvo 
articulate a tactic of “drawing lines between center and 
edge” as way of connecting the mainstream with marginal 

and outlier concerns. The edge cases discussed here connect 
mainstream consumer applications with hole-and-corner 
applications of smart cameras for predictive policing, 
neuromarketing, social credit, and cyberharrasment.    

The following sections provide a brief overview of the 
relevance of smart cameras to controversial applications in 
neuromarketing, policing, social credit, and 
cyberharrassment. Having established links between smart 
cameras, these hole-and-corner applications are then 
considered within everyday domestic contexts. Several 
examples are used to illustrate possible future hole-and-
corner application scenarios, and also to suggest a method 
of generating speculative hole-and-corner scenarios by 
extending controversial “edge case” examples into new 
contexts. 

Targeted advertising and neuromarketing. Targeting 
advertising and neuromarketing share an insatiable appetite 
for big data in order to construct user profiles, predict user 
behavior, and increase the efficiency and effectiveness of 
advertising and marketing. Targeting advertising is “a form 
of advertising where online advertisers can use 
sophisticated methods to target the most receptive 
audiences with certain traits, based on the product or 
person the advertiser is promoting” [[73]]. Neuromarketing 
“studies which emotions are relevant in human decision 
making and uses this knowledge to improve marketing's 
effectiveness” [[53]].   

Two visually striking examples of the confluence of these 
two approaches were reported in a 2013 news article by 
Stephanie Clifford and Quentin Hardy [[20]]. RetailNext 
software uses video data to map customer paths throughout 
a store and differentiate men, women, and children’s bodies 
while RealEyes software analyzes facial cues to assess 
customers reactions, emotional moods, and happiness 
levels. 

Big data policing. Emerging techniques of predictive 
policing use big data and analytics to predict criminal 
activity. Andrew Ferguson writes of emerging “big data 
policing” scenarios, such as “real-time facial-recognition 
software that will link existing video surveillance cameras 
to massive biometric databases to automatically identify 
people with open warrants” [[26]:2]. The highly 
discriminatory and controversial potentials of these new 
systems were on full display in a 2016 academic paper titled 
“Automated Inference on Criminally using Face images.” 
The authors used “supervised manual machine learning” of 
facial image data to “find some discriminating structural 
features for predicting criminality, such as lip curvature, 
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eye inner, corner distance, and the so-called nose-mouth 
angle” [[76]:1]. News media was quick point to the racist 
eugenic evocations of the work [[8]].  

Reputation and social credit. Big data and artificial 
intelligence are changing the operations and effects of prior 
reputation systems, such as government regulated credit 
scores. One of the most notable examples is the emergence 
of so-called social credit scores. While the British dystopian 
science fiction series Dark Mirror famously explored a 
disturbing future where social mistakes lower ones social 
standing, China is already implementing such systems. A 
prominent example is use of facial recognition to identify 
jaywalkers and shame them by posting their photos and 
docking social credit score [[10],[46]]. 

Cyber-harassment and Deepfakes. Cyberharrassment 
and cyberstalking are major social problems that social 
media, law enforcement, and legislators are still struggle to 
address. Danielle Citron has rigorously detailed how the 
Internet exacerbates the harms caused by conventional 
harassment and stalking by, for example, extending the life 
of destructive posts and exponentially expanding the reach 
of the harasser [[18]:3-4]. Cyberharrasment dovetails with 
another massive social problem that has emerged: fake 
news and digital misinformation. One particularly 
disturbing area that straddles fake news and 
cyberharrassment is deepfakes, or the application of deep 
learning to the production of fake videos. Deepfakes have 
launched an entire genre of fake celebrity and pornography 
videos. They have also enabled new forms of 
cyberharassment that laws have not caught up with [[15]].   

Speculative Hole-and-Corner Scenarios 
Predictive policing, neuromarketing, social credit, and 
cyber-harassment are four controversial application areas 
that utilize digital leakage from smart camera technologies. 
But how might these scenarios play out in the future smart 
home? Speculative hole-and-corner application scenarios is 
one method for answering this question. Each of the 
abbreviated use cases below involves a special case of hole-
and-corner applications in which the owner of a smart 
camera subjects occupants and passersby to surveillance. 
Design use cases often revolve around a consensual, 
knowing user. The scenarios below instead center upon 
people such as children or guests with limited legal, social, 
or economic recourse to smart camera surveillance. Baumer 
more generally refers to this category as usees, “individuals 
who neither are clearly users of a system nor are clearly 
non-users” [[6]:1]. 

Design Scenario: Catching the nanny being sad (Figure 
4). A domestic childcare worker is surveilled by her 
employer. Her behavior and emotions are monitored for 
erratic activity, signs of depression or anxiety, and job 
satisfaction. This scenario highlights a general hole-and-
corner application area of emotional domestic surveillance.  

Design Scenario: Proving the neighbor keeps bad 
company. A self-motivated citizen constructs a surveillance 
system to monitor their neighbor’s guests’ criminal records, 
citizenship status, religious affiliation, relationship status, 
and social media posts. This scenario highlights a more 
general hole-and-corner application area of neighborly law 
and moral enforcement surveillance.  

Design Scenario: Deep gaslighting a domestic partner.  
A savvy and manipulative spouse uses deepfaked video and 
audio footage to convince their partner that they are the 
one with a history of emotionally abusive language—
effectively implanting false memories into their partner’s 
mind.  This scenario highlights a more general hole-and-
corner application of digital gaslighting, blackmail, and false 
memory implantation.  

Using Speculative Hole-and-Corner Scenarios: Hole-
and-Corner Subjects and Interior Profiles 
One use of developing speculative hole-and-corner scenarios 
for designers, researchers, and policymakers is to anticipate 
or predict future developments, as scenarios are often used. 
Another use, however, is to extrapolate trends in order to 
better analyze and understand the present. With these 
scenarios, two considerations are highlighted which are 
often overlooked in design: the hole-and-corner subject and 
the interior profile.  

In contrast to an informed and consenting user, hole-and-
corner applications often involve unwitting, uniformed, or 
coerced subjects. A particularly illuminating user profile to 
consider is a domestic worker such as nanny, caregiver, or 
housecleaner who, in many countries, are excluded from 
worker protection laws. Oftentimes it is a hole-and-corner 
subject, rather than an informed, consenting, and benefiting 
user, who stands to lose the most or suffer the greatest 
harms resulting from creepy hole-and-corner applications.   

The scenarios above further bring into focus a new 
development in the evolution of the user profile. User 
profiles are collections of data associated with a person that 
are used to construct models that can predict behavior. The 
speculative hole-and-corner scenarios and subjects above 
highlight the emergence of interior profiles: domestic 
profiles, household profiles, activity profiles, as well as 
other place-based profile. Some smart home devices such as 
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Amazon Echo allow users to configure a household profile 
in addition to a user profile. While the collection, and 
leakage, of aggregated household data may provide 
anonymity, these profiles may also lead to models with 
greater individual predictive power and opportunities for 
disaggregation and de-anonymization.  

The design scenarios presented here foreground the ways 
in which smart home devices may work their way into the 
most intimate corners, hidden crevices, and darkest closets 
of people’s lives. The staggering amount of intimate data 
collected by these devices hold immense value to 
companies and their partners, and increasingly to law 
enforcement, credit bureaus, and government security 
agencies. As one reporter writes, “the [smart home] race is 
not just about selling fancy appliances. It’s also a fight for 
which company coordinates smart homes and collects data 
about the habits of those who live inside.” [[40]]. 

FOOT-IN-THE-DOOR DEVICES  
Hole-and-corner applications operate surreptitiously 
behind the scenes and out of the spotlight. But unwelcome 
or unsolicited applications and features can also emerge 
slowly over time. This section develops the concept of foot-
in-the-door devices—functional offerings and affordances 
that lay the groundwork for the future adoption and 
integration of features that might have been rejected 
previously as unacceptable or unnecessary. An illustrative 
example of a foot-in-the-door device is how the smartphone 
created opportunities for mass-scale, and in some cases 
illegal, surveillance by governments and corporations. 
Democratic citizens and informed consumers would not 
voluntary carry a device in their pockets whose sole 
function was to track their movement and activity without 
offering compensation or benefits. However, the form and 
functions of the smartphone created foot-in-the-door 
potentials—or, in this case device-in-the-pocket potentials—
that were later exploited and capitalized upon. This 

example also highlights the challenge of assessing whether 
a retrospective foot-in-the-door analysis reveals strategic 
intent or foresight, or merely a series of emergent, largely 
accidental opportunities. Foot-in-the-door device is a useful 
concept for analyzing and anticipating how technologies 
develop and gain acceptance over time through a 
combination of incremental changes (small steps) and 
gradual changes (slow shifts). While design is often framed 
as an activity for solving problems and improving user 
experiences, the concept of a foot-in-the-door device 
emphasizes how design employs techniques with aims of 
persuading, manipulating, and obtaining compliance. 

In social psychology, the foot-in-the-door technique is a 
compliance tactic where someone is persuaded to agree to a 
large request by first agreeing to a more modest request 
[[28]]. The underlying principle according to social 
psychologists is that the small request creates a social bond 
that makes them more likely to agree to subsequent 
requests—including those that they would have originally 
declined. First studied from a psychological perspective in 
the 1960s, the basic idea has been captured in much older 
sayings such as the fable of the camel’s nose, the metaphor 
of a boiling frog, and the proverb of death by a thousand 
cuts. Foot-in-the-door differs from bait-and-switch because 
in the latter case the person baited eventually realizes they 
were defrauded, whereas in the former case any unwelcome 
effects are gradual. 

The tradition of design has it own version of this technique. 
According to renowned American industrial designer 
Raymond Lowey, in order to sell something surprising, 
make it familiar. And to sell something familiar, make it 
surprising. Lowey famously captured this principle in the 
acronym MAYA: Most Advanced Yet Acceptable. 
According to MAYA, the ideal design is neither too strange 
nor too familiar, but rather sufficiently advanced and 
surprising while at the same time familiar and 

 
Figure 4. Catching the Nanny Being Sad. Emotion tracking can reveal when people are sad or depressed even when it is not 

apparent, or they themselves do not know. 
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understandable. We see the principle of MAYA applied 
brilliantly in the design and marketing of today’s smart 
products, notably with the smart phone. While the 
telephone functionality is among the least used native 
applications of today’s smartphones, in marketing the 
smartphone as a phone the novel device is made legible, 
accessible, and palatable. A similar technique is at work in 
the design and marketing of smart watches, smart cars, and 
smart homes. The studies of smart home security cameras 
in this section lead to a refinement of MAYA: to sell 
something creepy, make it safe, recognizable, and only 
incrementally new and surprising. Today’s smart home 
security cameras are an important contemporaneously 
unfolding case study in how foot-in-the-door persuasion 
techniques mix with MAYA principles of acceptability and 
desirability to manage and manipulate shifting creepy lines. 

More than a Camera, More than a Security Device 
Reviewing the emerging landscape of smart security 
cameras through the filters of foot-in-the-door devices and 
MAYA reveals two key trends. First, smart security cameras 
are technically much more than cameras. Today’s smart 
security cameras automatically alert users when motion or 
people are detected, they allow homeowners to view live 
camera feeds from their phones, and some even identify 
individual faces. And as with many smart products, security 
cameras such as Nest Cam collect environmental data 
including device temperature and ambient light [[48]]. 
Cloud-based subscription services such as Google’s Nest 
Aware offer copious data storage and sophisticated data 
analysis. The most recent innovation is the Nest Cam’s 
familiar face alerts, which comes with the caveat that  
“Depending on where you live, you may need to get 
consent to scan the faces of people visiting your home” 
[[48]]. Users may think they are buying a better security 
camera but are actually getting much more.  

Second, smart security cameras offer more than security. The 
Nest Cam may be sold as a security camera, but its 
marketing materials often suggest it as a lifestyle or 
entertainment device with analogies to social media and 
handheld digital cameras. For example, Nest users are 
invited to submit their favorite videos captured with the 
smart security cameras [[49]]. Selected videos are posted on 
the Nest Videos webpage under categories that, in addition 
to “Security”, include “Mystery Solved”, “Family Moments”, 
“Pets”, “Nature”, and “Timelapses.” The best user submitted 
content is honored with “Nestie Awards” for categories 
such as “Best Dog in a Lead Role” and “Best Fall”. Nest 
advertisements frequently feature pets and kids, suggesting 
a radically inclusive notion of “security.” Users may think 
they are buying a camera simply for security, but ultimately 
it fulfills social, playful, and reflective functions. 

Speculative Foot-in-the-Door Roadmaps/Scenarios 
If smart home security cameras are foot-in-the-door 
devices, where might their creeping trajectory be heading? 
Given the shifts and expansions from classic security 
functions of catching home intruders and delinquent 
caregivers to capturing videos of pets and kids and living 
among books and furniture, the following abstract 
scenarios imagine a foot-in-the-door roadmap that extends 
the reach and functions of smart cameras within the home.  

Stretching and Untethering. The static, fixed-length 
power cord lengthens and eventually detaches completely. 
Inspired by vacuum cleaners and landline telephones—task-
specific devices designed to be put away after use—we 
consider scenarios for smart cameras with long, retractable 
cords and springy, coiled cords. Designs concepts explored 
include mobile standalone smart camera with a snap-off 
magnetic power charger and handle that is designed to float 
around home like a remote control or a toy, or be easily 
carried and ready at hand like a flashlight or mobile phone.  

 
Figure 5.  Smart camera speculative foot-in-the-door roadmap. 
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Amplifying. Sensor amplification can develop in multiple 
directions: extended view angles, increased resolution, or 
additional sensing capabilities such as lidar or GPS.  
Concepts explored include a smart security camera 
retrofitted with a telescopic lens and directional 
microphone—possibly for a neighborly law enforcement 
surveillance scenario outlined previously.  

Autonomizing.  Once untethered, smart cameras may 
begin to robotically pivot, swivel, and rove. Autonomous 
movement further amplifies sensing capacities. Concepts 
explored include a Roomba-inspired roving camera and 
swarms of camera pocket drones.  

Deep embedding. When miniaturization and wireless 
power are combined with untethering and amplifying, 
smart camera become deeply embedded into surfaces and 
objects. This embedding creates unprecedented 
opportunities for concealment, mobility, and extended 
reach. Concepts explored include smart camera embeddings 
into everyday objects and environments: a pen, a finger, a 
cat collar, a greeting card, a plumber’s snake, a cockroach.  

Imagining Foot-in-the-Door Trajectories in Finer 
Resolution 
A new physical support infrastructure will be needed if 
smart home camera surveillance spreads into the most 
intimate and private spaces such bedrooms, tabletops, and 
closets. Developing a design analogy with electric lighting, 
a scenario is imagined where a variety of lamp-like 
supports are used to configure smart cameras and direct 
their gaze across different rooms, angles, and activities. 
Referencing the popularization of wall-to-wall carpeting, 
this scenario considers the emergence of a physical 
infrastructure for wall-to-wall smart cam coverage 
(Figure 6). 

As an example of a more concrete user application built 
atop wall-to-wall coverage, several design proposals are 
used to imagine new genres of digital photography and 
home décor. Quantified self (QS) and quantified home 
(QH) Décor displays self-surveillance data for aesthetic and 
reflective uses without self-improvement or productivity in 
mind.  Data-selfies and auto-selfies imagines a new 

 
Figure 6.  Design proposals for Wall-to-Wall Camera Coverage, Data-Selfies, and Quantified Self-Décor. 
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types of social media posts enabled by wall-to-wall 
coverage (Figure 6).  

DISCUSSION  
Having introduced and illustrated each of the three key 
concepts, this final discussion section further elaborates 
each concept in two ways.  The discussions that follow 
further connect each concept to additional prior research. 
The uses of each concept as analytic, anticipatory, and 
generative tools are further discussed by outlining future 
directions for their applications and by suggesting more 
general methodological frameworks for applying them. 

Digital leakage, a recurring metaphor in privacy and 
security discourse, here names the propensity for digital 
information to be shared, stolen, and misused in 
unbeknownst or even harmful ways. As a corollary to the 
maxim information wants to be free, this paper has 
proposed that digital data wants to leak. This research has 
developed the concept of digital leakage through a process 
of putting design studies and explorations into dialogue 
with critical scholarship from media and technology 
studies. Tung-Hui Hu, for example, has proposed sewers as 
an alternative metaphor for reframing cybersecurity 
hygiene debates [[37]]. Shoshana Zubeff reveals how large 
technology companies strategically transformed trivial bits 
of “data exhaust” into entirely new and now dominant 
business models built around the collection of lucrative 
personal data [[79]:79-81]. This design-led inquiry has 
investigated leakage specific to smart security cameras and 
through this process shown how these devices are creating 
new openings for collecting intimate information. While 
the ostensive function of smart security cameras is to 
improve home security, the longer-term foot-in-the-door 
intents or effects may be to embed and normalize yet 
another leaky, lucrative data collection device within the 
most private and intimate of spaces.  

This research has articulated three general sites at which 
smart technologies leak: leaky sensor fields, leaky data 
pipelines, and leaky data analytics. The concept of digital 
leakage is a useful metaphor for framing problems of 
privacy and security, and for identifying material causes 
and effects. Extending the metaphor of leakage—and 
building upon the data exhaust and sewage metaphors 
discussed by Zubeff and Hu—leads to additional concepts 
for findings leaks, assessing their harms, and formulating 
means of redressing them: digital leaks that drip and slowly 
accumulate, such as insurers collecting bits of seemingly 
trivial information; leaks that quietly and invisibly seep, like 
IMSI-catcher mobile phone eavesdropping; pipes that 
occasionally burst and gush, such as massive data breaches; 

and drips, seeps, and gushes that combine streams and pool 
over time. 

In using digital leakage as a critical analytic concept, 
leakage should be understand as not simply a bug but also a 
feature of digital technologies. If we follow Zubeff’s 
analysis, digital leakage is a mechanism deliberately built 
into the technical infrastructures and business models 
undergirding today’s products, services, and platforms 
[[78],[79]].  At a broad level, digital leakage as a critical 
concepts provides a useful counter-narrative to the 
celebration of sharing as new digitally enabled experience 
and social value in its own right. Digital leakage is the dirty, 
ignoble flipside of sharing. At the level of interfaces, 
leakage provides a set of alternative interaction metaphors 
for diagnosing problems and generating solutions. 

Hole-and-corner applications are applications connected 
to a user’s device, data, or activity but that are concealed 
from or downplayed to that user. The concept of hole-and-
corner applications provides a necessary handle for naming 
and grasping the gamut of parallel and shadow applications 
that contrast with the shiny features used to promote and 
sell technologies. In contrast with useful and seductive 
aboveboard applications, hole-and-corner applications are 
concealed because they offer no unequivocal or 
outweighing benefits, and may even be harmful.  

As a method, this research demonstrated a technique of 
generating speculative hole-and-corner scenarios. 
Speculative hole-and-corner applications can both 
anticipate and elevate troubling future scenarios 
downplayed or concealed by organizations, as well as 
playing a role in a sort of forensic analysis set on 
attributing intent or foresight, and thus culpability [c.f. 
[72]].  

Foot-in-the-door devices are product and services with 
functional offerings and affordances that work to normalize 
and integrate a technology, thus laying groundwork for 
future adoption of features that might earlier have been 
rejected as unacceptable or unnecessary. The concept of a 
foot-in-the-door device emphasizes design as practice of 
persuasion, manipulation, and compliance.  

As a method, this research has demonstrated a technique of 
generating speculative foot-in-the-door roadmaps. As 
with the technique of generating speculative hole-and-
corner scenarios discussed previously, foot-in-the-door 
roadmaps are useful tools for both anticipating future 
scenarios, regardless of evidence of intent, and for the task 
of constructing arguments making a case for strategic foot-
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in-the-door intent—an approach that aligns with Eyal 
Weizman’s critical approach to forensis [[72]].  

When analyzing how a technology operates as a foot-in-
the-door device, there are two key aspects to consider. 
Small steps are incremental changes that are much easier 
to accept than more drastic, jarring ones. Small steps can 
lead to a ratcheting incrementalism of normality, as 
sociologist Elizabeth Shove has argued [[64]]. In the context 
of smart homes and cities, once a smart device is in the 
door—or in the pocket, on the wrist, or secured to a street 
post—it can be exceptionally difficult to toss them out, take 
them off, or tear them down. The close interaction studies 
of indoor smart security camera cords and bases have here 
revealed how small design details can play pivotal, and 
perhaps outsized roles in facilitating social acceptance and 
integration of technologies that might otherwise be 
considered much too creepy. Slow shifts are changes that 
happen gradually over time, rather than suddenly and all at 
once. Slow shifts can lead to imperceptible normalization. 
Jarod Diamond poignantly highlights this critical temporal 
dimension in his studies of civilizational decay and death 
caused by human-induced natural disasters. Adapting the 
term creeping normalcy used by politicians, Diamond 
writes: “If the economy, schools, traffic congestion, or 
anything else is deteriorating only slowly, it's difficult to 
recognize that each successive year is on the average 
slightly worse … so one's baseline standard for what 
constitutes ‘normalcy’ shifts gradually and imperceptibly” 
[[22]]. 

While foot-in-the-door devices and dovetailing tactics of 
MAYA, bait-and-switch, feature creep, and creeping 
normalcy are common, and effective, techniques employed 
by designers, they also raise ethical issues around consent, 
transparency, and control, and draw attention to unfair and 
harmful effects of the small steps and slow shifts quietly 
ushered in by foot-in-the-door devices 

Conclusion: Expanding Our Vocabulary for Engaging 
with Social and Ethical Issues 

This research set out to investigate shifting and retreating 
lines of creepiness in the emerging smart home by focusing 
on smart home security cameras. Through a process of  
closely analyzing existing design interfaces combined with 
generating novel design scenarios and proposals, this 
inquiry has developed and illustrated three key concepts: 
digital leakage, hole-and-corner applications, and foot-in-the-
door devices. This paper has introduced these concepts and 
shown how they may be used analytically to understand 
relationships between interactive technology, user 

experience, and issues of privacy, security, trust, 
accountable, and fairness. These concepts may also be used 
anticipatorily and generatively, as this paper has shown, to 
extrapolate future trends and speculate about future 
possibilities, and to generate design interventions, 
solutions, and other design-oriented responses.  

While this paper makes minor contributions with regards 
to analyzing, anticipating, and generating specific designs 
related to smart home security cameras, the core 
contribution is to develop and present new and refined 
vocabulary for understanding, discussing, and addressing 
timely social and ethical issues with smart technologies. 
This contribution builds upon and adds to theoretical, 
empirical, and critical scholarship that has proposed similar 
concepts for understanding issues such as privacy and 
surveillance—such as Nissenbaum’s general theory of 
contextual integrity [[52]] and Zubeff’s concept of 
surveillance capitalism [[78]]. The three concepts developed 
in this research, however, are distinct from those developed 
in prior research in that they both arise from and are 
directed toward design broadly and interfaces, interactions, 
and user experiences specifically. These concepts allow us 
to go beyond generally labeling certain events as creepy, as 
invasions of privacy, or as breaches of trust by focusing on 
specific mechanisms by which design and technology lead 
to negative experiences and outcomes.  By expanding our 
vocabulary through concepts such as digital leakage, hole-
and-corner applications, and foot-in-the-door devices, we 
increase our capacity as designers, researchers, and critics 
to concretely analyze, discuss, debate, and address the 
dizzying array of existing and emerging issues at hand.  
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